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BAB III 

OBJEK DAN METODE PENELITIAN 

 

3.1 Objek Penelitian 

Objek penelitian adalah karakteristik yang melekat pada subjek penelitian. 

Karakteristik ini jika diberikan nilai maka nilainya bervariasi antarindividu satu 

dengan lainnya. Dalam terminologi penelitian, objek penelitian ini dinamakan 

variabel penelitian (Nuryaman & Christina, 2015). 

 Objek penelitian dalam penelitian ini adalah kebijakan dividen, struktur 

modal, pertumbuhan penjualan, nilai perusahaan dan ukuran perusahaan. Atribut 

yang digunakan yaitu kebijakan dividen yang diproksikan dengan dividen payout 

ratio, struktur modal yang diproksikan dengan debt to equity ratio, pertumbuhan 

penjualan yang diproksikan dengan sales growth, nilai perusahaan yang 

diproksikan dengan price book value dan ukuran perusahaan yang diproksikan 

dengan total aset 

3.2 Metode Penelitian  

Metode Penelitian diartikan sebagai cara ilmiah untuk mendapatkan data 

dengan tujuan dan kegunaan tertentu. Cara ilmiah berarti kegiatan penelitian 

didasarkan pada ciri-ciri keilmuan, yaitu rasional, empiris, dan sistematis 

(Sugiyono, 2020: 2). Metode pada Penelitian ini adalah metode penelitian kausal 

dengan pendekatan kuantitatif.  

Metode Penelitian kausal adalah metode penelitian yang bertujuan untuk 

mengetahui hubungan sebab-akibat antara variabel independen dan variabel 
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dependen. Metode kuantitatif dapat diartikan sebagai metode penelitian yang 

berlandaskan pada filsafat positivisme, digunakan untuk meneliti populasi atau 

sampel tertentu, pengumpulan data menggunakan instrument penelitian, analisis 

data bersifat kuantitatif atau statistik, bertujuan untuk menguji hipotesis yang 

ditetapkan (Sugiyono, 2020: 64). 

3.3 Operasional Variabel 

 Operasionalisasi variabel dilakukan dengan cara mengamati dimensi, sisi-

sisi, ciri-ciri perilaku suatu konsep, kemudian menterjemahkan dalam elemen-

elemen yang dapat diobservasi dan diukur agar dapat dibuat dan dikembangkan 

indeks pengukuran dari konsep-konsep tersebut (Nuryaman & Christina, 2015). 

Variabel yang digunakan penulis adalah sebagai berikut : 

1. Variabel Dependen 

Variabel dependen atau sering disebut variabel terikat adalah variabel yang 

dipengaruhi oleh variabel independen. Variabel terikat merupakan variabel 

yang menjadi perhatian peneliti, karena variabel ini yang sering dianggap 

sebagai masalah penelitian. Tujuan penelitian adalah memahami variabel 

dependen, menjelaskannya, serta berusaha menemukan variabel lain yang 

bisa menjadi variabel prediktornya (Nuryaman & Christina, 2015). Variabel 

dependen dalam penelitian ini adalah nilai perusahaan (Y) 

2. Variabel Independen 

Variabel independen atau sering disebut variabel bebas adalah variabel yang 

dapat memperngaruhi variabel dependen. Dengan kata lain, perubahan nilai 

(variance) pada variabel independen dapat menyebabkan perubahan nilai 
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variabel dependen (Nuryaman & Christina, 2015). Variabel independen 

dalam penelitian ini adalah kebijakan dividen (X1), struktur modal (X2), dan 

pertumbuhan penjualan (X3).  

3. Variabel Moderasi 

Variabel moderasi merupakan variabel yang dapat memperkuat atau 

memperlemah hubungan langsung antara variabel independen dengan 

variabel dependen (Nuryaman & Christina, 2015). Variabel moderasi dalam 

penelitian ini adalah ukuran perusahaan (Z) 

Guna memperjelas maka operasionalisasi variabel penelitian penulis 

disajikan dalam tabel 3.1 berikut : 

Tabel 3.1 

Operasionalisasi Variabel 

(1) (2) (3) (4) (5) 

Kebijakan 

Dividen  

(X1) 

Kebijakan apakah 

laba perusahaan akan 

dibagikan kepada 

pemegang saham 

atau disimpan dalam 

laba ditahan 

(Sartono, 2015) 

 

DPR : 

 
𝐷𝑖𝑣𝑖𝑑𝑒𝑛 𝑦𝑎𝑛𝑔 𝑑𝑖𝑏𝑎𝑔𝑖

𝐸𝐴𝑇
 

 

 

Rasio yang 

menggambar

kan 

persentase 

dividen yang 

dibagi 

dengan EAT 

Rasio 

Struktur 

Modal 

(X2) 

Perimbangan antara 

modal asing dan 

hutang dengan modal 

sendiri 

(Sutrisno, 2012) 

𝐷𝐸𝑅 =
𝑇𝑜𝑡𝑎𝑙 𝑈𝑡𝑎𝑛𝑔

𝑇𝑜𝑡𝑎𝑙 𝐸𝑘𝑢𝑖𝑡𝑎𝑠
 

Rasio yang 

mengukur 

perimbangan 

antara 

kewajiban 

yang dimiliki 

dengan 

modal sendiri 

Rasio 

Pertumbuhan 

Penjualan 

(X3) 

Pertumbuhan 

penjualan 

(sales growth) 

𝑆𝑎𝑙𝑒𝑠 𝑔𝑟𝑜𝑤𝑡ℎ 

 

=
𝑆𝑎𝑙𝑒𝑠 𝑡 − 𝑆𝑎𝑙𝑒𝑠 𝑡 − 1

𝑆𝑎𝑙𝑒𝑠 𝑡 − 1
 

Tingkat 

perubahan 

penjualan 

Rasio 

Variabel Definisi Konsep Indikator 
Definisi 

Operasional 
Skala 
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(1) (2) (3) (4) (5) 

mencerminkan 

kemampuan 

perusahaan untuk 

meningkatkan 

penjualannya dari 

waktu ke waktu. 

(Oktamawati, 2017) 

dari tahun 

sebelumnya 

 

Nilai 

Perusahaan 

(Y) 

Harga yang bersedia 

dibayar oleh calon 

pembeli apabila 

perusahaan tersebut 

dijual 

(Husnan dan 

Pudjiastuti, 2015) 

PBV : 

 
𝑀𝑎𝑟𝑘𝑒𝑡 𝑝𝑟𝑖𝑐𝑒 𝑝𝑒𝑟 𝑠ℎ𝑎𝑟𝑒

𝐵𝑜𝑜𝑘 𝑣𝑎𝑙𝑢𝑒 𝑝𝑒𝑟 𝑠ℎ𝑎𝑟𝑒
 

 

Rasio yang 

membanding

kan harga 

pasar saham 

dengan nilai 

buku 

perusahaan 

Rasio 

Ukuran 

Perusahaan 

(Z) 

Ukuran perusahaan 

merupakan besar 

kecilnya perusahaan 

yang dapat diukur 

dengan total aktiva/ 

besar harta 

perusahaan dengan 

menggunakan 

perhitungan nilai 

logaritma total aktiva 

(Hartono, 2012) 

 

 

𝑈𝑘𝑢𝑟𝑎𝑛 𝑃𝑒𝑟𝑢𝑠𝑎ℎ𝑎𝑎𝑛 

 

= 𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑒𝑡 

 

 

 

Logaritma 

natural dari 

total aset. 

Rasio 

 

3.4 Populasi dan Sampel Penelitian  

3.4.1 Populasi Penelitian 

 Populasi mengacu pada keseluruhan kelompok orang, kejadian, atau hal-hal 

yang ingin peneliti investigasi. Populasi adalah kelompok orang, kejadian, atau hal-

hal menarik dimana peneliti ingin membuat opini (berdasarkan statistik sampel) 

(Sekaran & Bougie, 2017). Sedangkan menurut Nuryaman & Christina (2015 : 101) 

populasi yaitu seluruh kelompok orang, kejadian atau sesuatu yang menjadi 

ketertarikan peneliti untuk diinvestigasi. Populasi dalam penelitian ini adalah 
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laporan keuangan perusahaan manufaktur yang terdaftar di Bursa Efek Indonesia 

periode 2016-2023 yaitu sebanyak 144 perusahaan. 

3.4.2 Sampel Penelitian 

 Sampel adalah sebagian dari populasi. Sampel terdiri atas sejumlah anggota 

yang dipilih dari populasi. Dengan mempelajari sampel, peneliti akan mampu 

menarik kesimpulan yang dapat digeneralisasikan terhadap populasi penelitian 

(Sekaran & Bougie, 2017).  

Teknik pengambilan sampel yang digunakan dalam penelitian ini adalah 

purposive sampling. Menurut Sekaran & Bougie (2017), purposive sampling adalah 

teknik pengambilan sampel yang memenuhi beberapa kriteria  yang ditentukan oleh 

peneliti. Adapun tujuan dari metode ini untuk mendapatkan sampel yang mewakili 

(representative) sesuai dengan kriteria yang telah ditentukan dan keperluan 

penelitian. Beberapa kriteria yang ditetapkan untuk mendapatkan sampel adalah 

sebagai berikut : 

1. Perusahaan manufaktur yang terdaftar di Bursa Efek Indonesia selama 

periode 2016-2023. 

2. Perusahaan manufaktur yang mempublikasikan laporan keuangan dan 

laporan tahunan yang lengkap selama 8 tahun berturut-turut (2016-2023). 

3. Perusahaan manufaktur yang membagikan dividen selama 8 tahun 

berturut-turut (2016-2023). 
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Tabel 3.2 

Proses Pemilihan Sampel 

No. Kriteria Sampel 
Jumlah Laporan 

Keuangan 

1. 

Perusahaan manufaktur yang terdaftar di Bursa Efek 

Indonesia selama periode 2016-2023 yang dapat diakses dari 

situs BEI (www.idx.co.id). 

144 

2. 

Perusahaan manufaktur yang tidak mempublikasikan 

laporan keuangan dan laporan tahunan selama 8 tahun 

berturut-turut (2016–2023). 

(13) 

3. 
Perusahaan manufaktur yang tidak membagikan dividen 

selama 8 tahun berturut-turut (2016-2023) 
(104) 

 Jumlah perusahaan yang sesuai dengan kriteria sampel 27 

 Jumlah pengamatan (28 x 8) 216 

 

Tabel 3.2 menunjukan bahwa dari 144 perusahaan manufaktur yang 

terdaftar di Bursa Efek Indonesia dari tahun 2016-2023, sebanyak 27 perusahaan 

yang terpilih menjadi sampel penelitian. Total pengamatan yang dilakukan untuk 

periode 2016-2023 diperoleh sebanyak 216 pengamatan. Daftar sampel penelitian 

dapat dilihat pada tabel 3.3 berikut ini: 

Tabel 3.3 

Daftar sampel penelitian 

No Kode Perusahaan Nama Perusahaan 

1 ARNA Arwana Citramulia Tbk 

2 ASII Astra International Tbk 

3 AUTO Astra Otoparts Tbk 

4 BRAM Indo Kordsa Tbk 

5 CPIN Charoen Pokphand Indonesia Tbk 

6 DLTA Delta Djakarta Tbk 

http://www.idx.co.id/
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7 DVLA Darya Varia Laboratoria Tbk 

8 ICBP Indofood CBP Sukses Makmur Tbk 

9 IMPC Impack Pratama Industri Tbk 

10 INDF Indofood Sukses Makmur Tbk 

11 INKP Indah Kiat Pulp & Paper Tbk 

12 INTP Indocement Tunggal Prakasa Tbk 

13 JPFA Japfa Comfeed Indonesia Tbk 

14 KLBF Kalbe Farma Tbk 

15 MYOR Mayora Indah Tbk 

16 ROTI Nippon Indosari Corpindo Tbk 

17 SCCO Supreme Cable Manufacturing Corporation Tbk 

18 SIDO Industri Jamu dan Farmasi Sido Tbk 

19 SKLT Sekar Laut Tbk 

20 SMGR Semen Indonesia (Persero) Tbk 

21 SMSM Selamat Sempurna Tbk 

22 TKIM Pabrik Kertas Tjiwi Kimia Tbk 

23 TOTO Surya Toto Indonesia Tbk 

24 TSPC Tempo Scan Pacific Tbk 

25 ULTJ Ultra Jaya Milk Industry and Trading Company Tbk 

26 UNVR Unilever Indonesia Tbk 

27 WTON Wijaya Karya Beton Tbk 

   

Sumber : www.idx.co.id 

  

http://www.idx.co.id/
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3.5 Sumber Data dan Teknik Pengumpulan Data 

3.5.1 Jenis dan Sumber Data 

 Jenis data dalam penelitian ini adalah data sekunder bersifat kuantitatif 

karena data yang didapat sudah tersedia dan berbentuk sebuah perhitungan dari 

laporan keuangan. Data sekunder mengacu pada informasi yang dikumpulkan dari 

sumber-sumber yang sudah ada. Beberapa sumber data sekunder antara lain catatan 

atau dokumentasi perusahaan, buletin statistik, publikasi pemerintah, data yang 

tersedia dari penelitian sebelumnya, studi kasus dan dokumen perpustakaan, analisi 

data online, situs web dan internet (Sekaran & Bougie, 2017). Sumber data 

penelitian ini adalah data sekunder dalam bentuk laporan keuangan perusahaan. 

Data diperoleh dari situs resmi Bursa Efek Indonesia (BEI) yaitu www.idx.co.id 

serta sumber-sumber lain yang ada kaitannya dengan penelitian. 

3.5.2 Teknik Pengumpulan Data 

 Teknik pengumpulan data yang dilakukan dalam penelitian ini adalah 

sebagai berikut : 

1. Teknik Kepustakaan (Library Research)  

Teknik kepustakaan dilakukan dengan cara membaca, mempelajari, dan 

memahami literatur-literatur berupa buku, jurnal dan referensi lainnya yang 

berkaitan dengan masalah yang diteliti untuk mendapatkan landasan teori 

dan berbagai penjelasan mengenai masalah yang diteliti. 

2. Riset Internet (Internet Research) 

http://www.idx.co.id/
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Dalam penelitian ini penulis juga mengumpulkan data yang berasal dari 

situs-situs yang berkaitan dengan masalah yang diteliti untuk mendapatkan 

tambahan literatur atau informasi yang dibutuhkan dalam penelitian. 

3.6 Teknik Analisis Data 

3.6.1 Statistik Deskriptif 

 Statistik deskriptif memberikan gambaran atau deskripsi suatu data yang 

dilihat dari nilai rata-rata (mean), standar deviasi, varian, maksimum, minimum, 

sum, range, kurtois dan skewness (kemencengan distribusi) (Ghozali & Ratmono, 

2013). Dalam penelitian ini penulis akan mendeskripsikan untuk variabel kebijakan 

dividen (DPR), struktur modal (DER), pertumbuhan penjualan (Sales Growth), 

ukuran perusahaan dan nilai perusahaan (PBV). 

3.6.2. Analisis Regresi Data Panel 

 Penelitian ini menggunakan analisis data panel, dimana data panel 

merupakan gabungan antara time series dan cross section. Data cross section adalah 

data yang dikumpulkan dari waktu ke waktu terhadap banyak individu. Sedangkan 

data time series adalah data yang dikumpulkan dari waktu ke waktu terhadap suatu 

individu (Ghozali & Ratmono, 2013). 

 Terdapat dua macam data panel yaitu balance data panel dan unbalance 

data panel. Data panel balance adalah keadaan dimana unit cross-sectional 

memiliki jumlah observasi time series yang sama. Sedangkan, data panel 

unbalanced adalah keadaan dimana unit cross-sectional memiliki jumlah observasi 

time series yang tidak sama (Ghozali & Ratmono, 2013).  
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3.6.3 Uji Asumsi Klasik 

 Uji asumsi klasik merupakan syarat yang harus dipenuhi agar persamaan 

regresi dapat dikatakan sebagai persamaan regresi yang baik, maksudnya adalah 

persamaan regresi yang dihasilkan akan valid jika digunakan untuk memprediksi. 

Sebelum dilakukan pengujian hipotesis, maka dilakukan terlebih dahulu uji asumsi 

klasik . Uji asumsi klasik yang digunakan dalam penelitian ini yaitu uji normalitas 

data, uji heteroskedastisitas, uji multikolinearitas dan uji autokorelasi (Ghozali & 

Ratmono, 2013). 

3.6.3.1 Uji Normalitas Data 

Uji normalitas bertujuan untuk menguji apakah dalam model regresi, 

variabel pengganggu atau residual memiliki distribusi normal. Seperti diketahui 

bahwa uji t dan uji F mengasumsikan bahwa nilai residual mengikuti distribusi 

normal. Jika asumsi ini dilanggar maka uji statistik ini menjadi tidak valid untuk 

jumlah sampel kecil (Ghozali dan Ratmono, 2013). Menurut Ghozali dan Ratmono 

(2013:165) terdapat dua cara mendeteksi apakah residual memiliki distribusi 

normal atau tidak yaitu dengan : 

1. Analisis Grafik 

Melihat normalitas residual dengan melihat grafik histogram yang 

membandingkan antara data observasi dengan distribusi yang mendekati 

distribusi normal. Analisis grafik merupakan cara termudah tetapi bisa 

menyesatkan khususnya untuk jumlah sampel yang kecil. 
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2. Uji Statistik 

Pengujian normalitas residual yang banyak digunakan adalah uji Jarque-Bera 

(JB). Uji JB adalah untuk uji normalitas untuk sampel besar (asymptotic). Nilai 

JB dihitung signifikansinya untuk menguji hipotesis berikut : 

H0 : residual terdistribusi normal 

Ha : residual tidak terdistribusi normal 

Jika probabilitas lebih besar dari 5% (tingkat signifikansi), maka H0 diterima 

sehingga data berdistribusi normal. 

3.6.3.2 Uji Heteroskedastisitas 

 Uji heteroskedastisitas bertujuan menguji apakah dalam model regresi 

terjadi ketidaksamaan variance dari residual satu pengamatan ke pengamatan yang 

lain. Jika variance dari residual satu pengamatan ke pengamatan lain tetap, maka 

disebut homokedastisitas dan jika berbeda bersifat heteroskedastisitas. Model 

regresi yang baik adalah homokedastisitas atau tidak terjadi heterokedastisitas 

(Ghozali & Ratmono, 2013). 

 Ada dua cara untuk mendeteksi ada tidaknya heteroskedastisitas, yaitu 

metode grafik dan metode uji statistik (uji formal). Ada beberapa uji statistik yang 

dapat digunakan untuk mendeteksi ada tidaknya heteroskedastisitas antara lain :   

(1) Glejser, (2) White, (3) Breusch-Pagan-Godfrey, (4) Harvey, (5) Park (Ghozali 

dan Ratmono, 2013). Dalam penelitian ini untuk mendeteksi ada tidaknya 

heterokedastisitas yaitu dengan menggunakan uji Breusch-Pagan-Godfrey 

 Pengambilan keputusan dalam uji Breusch-Pagan-Godfrey adalah sebagai 

berikut: 
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H0 : terdapat homokedastisitas dalam model 

Ha : terdapat heteroskedastisitas dalam model 

 Apabila nilai probabilitas Chi-square < 0.05 maka H0 ditolak yang artinya 

terdapat heteroskedastisitas dalam model. Sedangkan apabila nilai probabilitas Chi-

square > 0.05 maka H0 diterima yang artinya model homokedastisitas atau terbebas 

dari heteroskedastisitas (Ghozali & Ratmono, 2013). 

3.6.3.3 Uji Multikolinearitas 

 Uji multikolinearitas bertujuan untuk menguji apakah pada model regresi 

ditemukan adanya korelasi antar variabel independen. Model regresi yang baik 

seharusnya tidak terjadi korelasi diantara variabel bebas atau independen. Salah 

satu cara mendeteksi adanya multikolinearitas atau korelasi antarvariabel 

independen dapat dilakukan dengan melihat Tolerance dan Variance Inflation 

Factor (VIF). Tolerance mengukur variabilitas variabel independen terpilih yang 

tidak dijelaskan oleh variabel lainnya. Jadi tolerance yang rendah sama dengan VIF 

tinggi (Ghozali & Ratmono, 2013). Dasar pengambilan kesimpulan adalah sebagai 

berikut: 

1. Jika nilai tolerance > 0.1 dan nilai VIF < 10, maka dapat disimpulkan bahwa 

tidak terdapat multikolinearitas antar variabel independen dalam model 

regresi. 

2.  Jika nilai tolerance < 0.1 dan nilai VIF > 10, maka dapat disimpulkan 

bahwa terdapat multikolinearitas antar variabel independen dalam model 

regresi. 
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3.6.3.4 Uji Autokorelasi  

Uji autokorelasi bertujuan untuk menguji apakah dalam suuatu model 

regresi linear ada korelasi antarkesalahan pengganggu (residual) pada periode t 

dengan kesalahan pada periode t-1 (sebelumnya). Jika terjadi korelasi, maka 

dinamakan ada masalah autokorelasi. Model regresi yang baik adalah regresi yang 

bebas dari autokorelasi. Salah satu cara untuk mendeteksi ada tidaknya autokorelasi 

diantaranya adalah menggunakan uji Durbin-Watson (DW Test). Uji Durbin-

Watson hanya digunakan untuk autokorelasi tingkat satu dan mensyaratkan adanya 

intercept (konstanta) dalam moder regresi dan tidak ada variabel lag diantara 

variabel bebas (Ghozali & Ratmono, 2013). Hipotesis yang akan diuji adalah: 

H0 : tidak ada autokorelasi (ρ = 0) 

Ha : ada autokorelasi (ρ ≠ 0) 

Pengambilan keputusan ada tidaknya autokorelasi : 

Tabel 4.4 

Durbin Watson d test : pengambilan keputusan 

Hipotesis nol Keputusan Jika 

Tidak ada autokorelasi positif Tolak 0 < d < dL 

Tidak ada autokorelasi positif No decision dL ≤ d ≤ dU 

Tidak ada autokorelasi negatif Tolak 4 - dL < d < 4 

Tidak ada autokorelasi negatif No decision 4 - dU ≤ d ≤ 4 - dL 

Tidak ada autokorelasi positif 

atau negatif 

Tidak ditolak dU < d < 4 - dU 

Sumber : (Ghozali dan Ratmono, 2013) 

Ket : dU : durbin watson upper, dL : durbin watson lower 
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3.6.4. Pemilihan Model Regresi Data Panel 

Tiga model pendekatan dalam perhitungan model regresi data panel dalam 

penelitian ini dapat dilakukan dengan metode common effect, fixed effect dan 

random effect (Widarjono, 2013). Berikut dijelaskan masing-masing metode : 

1. Common effect model 

Estimasi common effect merupakan suatu estimasi data panel yang hanya 

mengkombinasikan data time series dan cross section dengan menggunakan 

metode Ordinary Least Square (OLS). Pendekatan ini tidak memperhatikan 

dimensi individu atas waktu. Dalam model ini terdapat asumsi bahwa 

intersep dan koefisien regresi nilainya tetap untuk setiap objek penelitian 

dan waktu. 

2. Fixed Effect Model 

Model estimasi ini mengasumsikan bahwa terdapat efek yang berbeda antar 

individu. Perbedaan itu dapat dikomodasi melalui perbedaan pada 

intersepnya. Oleh karena itu, dalam model fixed effect setiap merupakan 

parameter yang tidak diketahui dan akan diestimasi dengan menggunakan 

teknik variabel dummy atau Least Square Dummy Variabel (LSDV). 

3. Random Effect Model 

Model random effect mengasumsikan bahwa setiap variabel mempunyai 

perbedaan intersep tetapi intersep tersebut bersifat random atau stokastik. 

Metode ini menggunakan metode Generalized Least Square (GLS). 
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3.6.4.1 Metode Pemilihan Model Estimasi Data Panel 

 Menentukan model yang sesuai dari common effect, fixed effect dan random 

effect dengan penelitian ini maka digunakan Uji Chow, Uji Hausman dan Uji 

Lagrange Multiplier (Widarjono, 2013). 

1. Uji Chow 

Uji chow digunakan untuk menentukan apakah model data panel diregresi 

dengan fixed effect model atau common effect model, apabila dari hasil uji 

tersebut ditentukan bahwa model common effect yang digunakan maka tidak 

perlu diuji kembali dengan uji hausman. Jika prob. cross section F < 0,05 

(alpha) maka model yang terpilih adalah fixed effect. 

2. Uji Hausman 

Uji hausman digunakan untuk menentukan apakah model data panel yang 

diregresi dengan fixed effect model atau random effect model. Jika nilai 

Prob. cross section random > 0,05 maka model yang digunakan adalah 

random effect. 

3. Uji Lagrange Multiplier 

Uji LM ini digunakan untuk menentukan apakah model data panel diregresi 

dengan common effect model atau random effect model. Jika nilai Prob. 

Breusch-Pagan > 0,05 maka yang digunakan adalah model common effect. 

3.6.4.2 Koefisien  Determinasi (R2) 

 Koefisien determinasi (R2) pada intinya mengukur seberapa jauh 

kemampuan model dalam menerangkan variasi variabel dependen. Nilai koefisien 

determinasi adalah antara nol dan satu. Nilai R2 yang kecil berarti kemampuan 



78 
 

 
 

variabel-variabel independen dalam menjelaskan variabel dependen amat terbatas. 

Nilai yang mendekati satu berarti variabel-variabel independen memberikan hampir 

semua informasi yang dibutuhkan untuk memprediksi variasi variabel dependen. 

Secara umum koefisien determinasi untuk data silang (cross-section) relatif rendah 

karena adanya variasi yang besar antara masing-masing pengamatan, sedangkan 

untuk data runtun waktu (time series) biasanya mempunyai nilai koefisien 

determinasi yang tinggi (Ghozali & Ratmono, 2013). 

3.6.5 Uji Interaksi (Moderated Regression Analysis) 

 Ada beberapa cara untuk menguji regresi dengan variabel moderasi dan 

salah satunya adalah Moderated Regression Analysis (MRA). Uji interaksi atau 

sering disebut dengan Moderated Regression Analysis (MRA) merupakan aplikasi 

khusus regresi berganda linier dimana dalam persamaan regresinya mengandung 

unsur interaksi (perkalian dua atau lebih variabel independen). Menurut Ghozali 

(2013:229) Moderated Regression Analysis (MRA) adalah pendekatan analitik 

yang mempertahankan itegritas sampel dan memberikan dasar untuk mengontrol 

pengaruh variabel moderator.  

Model penelitian yang digunakan dinyatakan dalam bentuk persamaan 

sebagai berikut: 

Y = α + β1X1 + β2X2 + β3X3 + e ..............................................................(1) 

Y = α + β1X1 + β2X2 + β3X3 + β4Z + e ...................................................(2) 

Y = α + β1X1 + β2X2 + β3X3 + β4Z + β5X1*Z + β6X2*Z + β7X3*Z + e.(3) 
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Keterangan : 

Y  = Nilai Perusahaan  

α   = Konstanta 

β1…β7 = Koefisien Regresi  

X1   = Kebijakan Dividen 

X2   = Struktur Modal   

X3  = Pertumbuhan Penjualan  

Z  = Ukuran Perusahaan  

X1*Z   = Interaksi Kebijakan Dividen dengan Ukuran Perusahaan 

X2*Z   = Interaksi Struktur Modal dengan Ukuran Perusahaan 

X3*Z = Interaksi Pertumbuhan Penjualan dengan Ukuran Perusahaan  

e   = Tingkat Kesalahan  

Adapun kriteria variabel moderasi sebagai berikut:  

1. Pure moderasi merupakan variabel yang memoderasi hubungan antara variabel 

independen dan variabel dependen, dimana variabel moderasi murni berinteraksi 

dengan variabel independen tanpa menjadi variabel independen. 

2. Quasi moderasi merupakan variabel yang memoderasi hubungan antara variabel 

independen dan variabel dependen, dimana variabel moderasi semu berinteraksi 

dengan variabel independen sekaligus menjadi variabel independen. 

3. Homologiser moderasi merupakan variabel yang potensial menjadi variabel 

moderasi yang memengaruhi kekuatan hubungan antara variabel independen 

dan variabel dependen. Variabel ini tidak berinteraksi dengan variabel 

independen dan tidak mempunyai hubungan yang signifikan dengan variabel 

dependen. 

4. Prediktor moderasi hanya berperanan sebagai variabel independen dalam model 

hubungan yang dibentuk.  
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Kriteria pengambilan keputusan dalam variabel moderasi dengan ketentuan 

sebagai berikut:  

a. Apabila nilai probabilitas < 0,05 maka variabel moderasi dapat memoderasi 

hubungan variabel independen terhadap variabel dependen. 

b. Apabila nilai probabilitas > 0,05 maka variabel moderasi tidak dapat 

memoderasi hubungan variabel independen terhadap variabel dependen. 

3.6.6 Uji Hipotesis 

 Uji hipotesis digunakan untuk menguji kebenaran suatu pernyataan dengan 

statistik dan menarik kesimpulan apakah menerima atau menolak pernyataan 

(hipotesis) atau asumsi yang telah dibuat. Uji hipotesis yang dilakukan oleh peneliti 

antara lain: 

1. Penetapan hipotesis operasional 

a. Secara bersama-sama (simultan) 

H0 : β1YX1 : β2YX2 : β3YX3 : β4YZ = 0 

Kebijakan dividen, struktur modal, pertumbuhan penjualan, dan ukuran 

perusahaan secara bersama-sama tidak berpengaruh terhadap nilai perusahaan. 

H1 : β1YX1 : β2YX2 : β3YX3 : β4YZ ≠ 0 

Kebijakan dividen, struktur modal, pertumbuhan penjualan, dan ukuran 

perusahaan secara bersamasama berpengaruh terhadap nilai perusahaan. 

b. Secara parsial 

H0:β1X1 = 0 Besarnya kebijakan dividen secara parsial tidak berpengaruh 

positif terhadap nilai perusahaan. 
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H1:β1X1 ≥ 0 Besarnya kebijakan dividen secara parsial berpengaruh 

positif terhadap nilai perusahaan 

H0:β2X2 = 0 Besarnya struktur modal secara parsial tidak berpengaruh 

positif terhadap nilai perusahaan. 

H1:β2X2 ≥ 0 Besarnya struktur modal secara parsial berpengaruh positif 

terhadap nilai perusahaan 

H0:β3X3 = 0 Besarnya pertumbuhan penjualan secara parsial tidak 

berpengaruh positif terhadap nilai perusahaan. 

H1:β3X3 ≥ 0 Besarnya pertumbuhan penjualan secara parsial berpengaruh 

positif terhadap nilai perusahaan 

H0:β4Z = 0 Besarnya ukuran perusahaan tidak mampu memoderasi 

hubungan kebijakan dividen terhadap nilai perusahaan. 

H1:β4Z ≥ 0 Besarnya ukuran perusahaan mampu memoderasi hubungan 

kebijakan dividen terhadap nilai perusahaan  

H0:β5Z = 0 Besarnya ukuran perusahaan tidak mampu memoderasi 

hubungan struktur modal terhadap nilai perusahaan. 

H1:β5Z ≥ 0 Besarnya ukuran perusahaan mampu memoderasi hubungan 

struktur modal terhadap nilai perusahaan  

H0:β6Z = 0 Besarnya ukuran perusahaan tidak mampu memoderasi 

hubungan pertumbuhan penjualan terhadap nilai perusahaan. 

H1:β6Z ≥ 0 Besarnya ukuran perusahaan mampu memoderasi hubungan 

pertumbuhan terhadap nilai perusahaan. 
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2. Penetapan tingkat keyakinan 

Dalam penelitian ini digunakan tingkat keyakinan sebesar 95 % dengan 

standard error (α) sebesar 5 %. 

3. Uji Signifikansi 

a. Secara bersama-sama (simultan) 

Uji simultan atau uji-F merupakan uji statistik yang bertujuan untuk mengetahui 

pengaruh seluruh variabel independen secara bersama-sama (simultan) terhadap 

variabel dependen. Uji F dilakukan dengan syarat sebagai berikut: 

1. Jika prob. signifikansi > 0,05 dan F hitung < F tabel, maka H0 = diterima dan 

H1 = ditolak. Ini menunjukkan semua variabel independen tidak berpengaruh 

secara bersama-sama (simultan) dan signifikan terhadap variabel dependen. 

2. Jika prob. signifikansi < 0,05 dan F hitung > F tabel, maka H0 = ditolak dan 

H1 = diterima. Ini menunjukkan semua variabel independen berpengaruh 

secara bersama-sama (simultan) dan signifikan terhadap variabel dependen. 

b. Secara parsial 

Uji Signifikansi secara parsial dilakukan dengan menggunakan uji t. Pengujian 

ini dilakukan dengan membandingkan antara t hitung dengan t tabel. Pengujian 

ini dilakukan dengan syarat sebagai berikut :  

1. Jika t hitung < dari t tabel maka H0 diterima 

2. Jika t hitung > dari t tebel maha H0 ditolak 

Selain itu pengujian ini juga dapat dilakukan dengan melakukan pengamatan 

nilai signifikan t pada tingkat α (0,05). Analisis didasarkan pada perbandingan 
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antara signifikan t dengan signifikan 0,05. Dasar keputusan yang diambil dalam 

uji t yaitu :  

1. Jika signifikan t < 0,05, maka hipotesis H0 ditolak. Artinya bahwa variabel 

independen berpengaruh signifikan terhadap variabel dependen. 

2. Jika signifikan t > 0,05, maka hipotesis H0 diterima. Artinya bahwa variabel 

independen tidak berpengaruh signifikan terhadap variabel dependen. 

4. Penarikan Kesimpulan 

Berdasarkan hasil penelitian penulis akan melakukan analisis kuantitatif dengan 

pengujian seperti pada tahapan diatas. Dari hasil tersebut akan ditarik suatu 

kesimpulan yaitu mengenai hipotesis yang ditetapkan tersebut diterima atau 

ditolak.


