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Abstract— The current trend of solutions in storing large amounts of data is using the NoSQL Database. A document stored is one type 

of NoSQL database that uses the JavaScript Object Notation (JSON) and eXtensible Markup Language (XML) data formats in data 

storage. High Availability database is significant to support cloud-based applications and services. Replication is one solution to 

maintain the consistency of source data and target data. This study aims to determine the performance of JSON and XML data formats 

in the document stored NoSQL Database replication process. In this study, ArangoDB, RethinkDB, and MongoDB were chosen for use 

in the trial process of replication from master-server to slave-server with two different data formats, JSON and XML. Data transfer, 

CPU usage, memory usage, and execution time are measured in each trial. Based on research and experiments that have been carried 

out, the JSON data format consumes bandwidth with an average value smaller than the XML data format; this occurs in MongoDB, 

CouchDB, and RethinkDB. In CPU usage, JSON data format, on average, consumes less CPU compared to the XML data format. This 

is the case with MongoDB. While on CouchDB and RethinkDB, the average CPU usage for XML and JSON data formats does not show 

a significant difference. The average memory usage for the JSON data format is smaller than the XML data format. The average 

execution time of the XML data format a little faster than the JSON data format. 
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I. INTRODUCTION

The traditional relational database management system is 
continuously being replaced by NoSQL data storage due to 
the increasing demand for big data applications [1]-[4]. 
NoSQL databases have become an increasingly popular 
solution for handling unstructured data[5], provide high 
performance and scalability [6], can be used to store large 
amounts of data, and work faster than a relational database 
[7], [8]. The document stored is one type of NoSQL database 
that is available at this time [9]-[12]. The increasing use of 
Web 2.0 applications has driven growth in volume, speed, and 
variations in data sources beyond the limits of relational 
database capabilities [13]. The cloud serves NoSQL data 
storage to overcome this problem and provides a replication 
mechanism to ensure fault tolerance, high availability, and 
increased scalability [14], [15].  

High Availability (HA) database is significant to support 
cloud-based applications and services. Replication is one 
solution that can be used to solve this problem [16]-[19]. 

Replication is a process of storing data at more than one site or 
node. Replication can be used to maintain the consistency of 
source data and target data [20]. Replication must consider 
modeling data to achieve optimal performance [14]. Java 
Script Object Notation (JSON) and eXtensible Markup 
Language (XML) are two types of data formats commonly 
used in NoSQL document stored [10], [21]. The JSON data 
format is effective in data size and XML Web Application 
Programming Interface (API) response times. Still, for some 
applications that require the delivery of multiple 
heterogeneous XML formats, it offers better support [22]. 
Using different data formats can affect application 
performance [23]. 

Several experiments related to the comparison of JSON 
and XML data formats have been carried out in previous 
studies. Research conducted by [22], try to compare the 
method of sending data using JSON and XML formats. Data 
size and response time are the two main parameters measured 
in the experiments in this study. The results show that the 
JSON data format is more effective in data size and web API 
response time than the XML data format. However, for 
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applications requiring complex heterogeneous data structures, 
the XML format offers better support. 

Research conducted by [23], try to compare code, data 
models, accessing and extracting in JSON and XML data 
formats. The results of his study revealed that to transfer 
documents with many different types and data elements, 
XML is an ideal choice. JSON is more suitable for dynamic 
web applications and simple data transmission. JSON 
performance speed is higher than XML because of its simple 
structure and easy access to data. JSON will not wholly 
replace XML in the Web area. XML offers more luxurious 
features so that it has a place in the transfer and validation of 
documents. JSON is more suitable for data exchange, whereas 
XML is more suitable for data transmission between servers 
and web applications, for example, in Ajax calls. 

Previous research [24] has compared JSON and XML data 
formats in web technology. The criteria measured in the 
experiments in the study include a form of exchange, validity, 
ease of data process, readability, efficiency, debugging and 
troubleshooting, ease of data creation, security. His research 
shows that JSON data formats produce higher values on the 
criteria: a form of exchange, comfort of data process, 
efficiency compared to XML. However, for the requirements: 
validity, readability, debugging and troubleshooting, ease of 
data creation, XML security is better than JSON. Each 
criterion was further expanded to sub-criteria: user CPU 
utilization, system CPU utilization, and memory utilization. 
The experimental results show that JSON is best in user CPU 
utilization than XML, whereas in the CPU utilization system, 
XML performance is better than JSON. For memory 
utilization, there is no significant difference between JSON 
and XML.  

Other studies related to NoSQL Database replication have 
been conducted in previous studies, including benchmarking 
replication in NoSQL datastores [14], asynchronous NoSQL 
Database replication performance measurement [25], and 
analysis of replication mechanisms in the NoSQL Database 
[26]. The impact of replication on Cassandra and MongoDB 
NoSQL Database performance has been explored [14]. 
Evaluate the effect of replication compared to clusters that are 
not replicated to the same size that are hosted in a private 
cloud environment. Benchmark experiments are carried out in 
the process of reading and writing heavy workloads with 
different access distributions and the level of consistency that 
can be changed. This study's experimental results indicate that 
replication must be considered in empirical studies and 
modeling to achieve an accurate evaluation of document-
based NoSQL databases' performance. 

Asynchronous replication performance measurements 
were performed on a document stored NoSQL databases [25]. 
The study discusses NoSQL databases with MongoDB, 
CouchDB, and CouchBase types. The parameters tested are at 
the time of execution of the CRUD operation by calculating 
the average value. Experiments in that study showed 
CouchDB had a perfect overall performance time on the 
insert, update and delete queries, whereas MongoDB read 
questions were faster than other NoSQL databases. 

The replication mechanism in the MongoDB NoSQL 
Database, including Master-Slave and replica sets, has been 
analyzed [26]. The writing operation's implementation is run 
on Master; Slave is configured so that it can send out 

synchronous data synchronous commands to the Master to 
update the data. The read operation is only implemented on 
the Master to provide durable consistency, while the reading 
operation implementation on Slave gives the ultimate 
flexibility. A replica collection is a group of servers that run 
Mongod and keep copies of the same data with automatic 
failover and automatic recovery of node members. His 
research results show that MongoDB is one of the best 
NoSQL databases, document-oriented, schema-free, and 
supports complex data structures and can hold large amounts 
of data, rich query support, and scalability, and high 
performance. 

Measuring the performance of JSON and XML data 
formats in a stored database based on the NoSQL replication 
process is the main objective of this study. MongoDB, 
ArangoDB, and RethinkDB were selected for use in 
experiments, which were installed on Master-Server and 
Slave-Server. Data entry requests are made from clients 
connected to the Master-Server. The configuration is done on 
each machine so that the replication process from Master-
Server to Slave-Server occurs. The test scenario that will be 
carried out is by inputting data repeatedly. The data entered 
by the bears are tested with different amounts of input. These 
experiments will then be measured and examined with 
parameters test memory usage, data transfer, and CPU usage. 
The test data is stored and presented in tables and graphs, used 
as material for concluding. 

II. MATERIAL AND METHOD 

There are three main stages carried out in this study, 
namely: system preparation, implementation, measurement. 

A. System Preparation 

1) Software Preparation: At this stage, each software 
used in the experiment will be prepared, including the 
operating system, NoSQL database, and tools. The software 
specifications used in the experiments in this study are shown 
in Table 1. 

TABLE I  
SOFTWARE SPECIFICATIONS  

Item Master-

Server 

Slave- Server Client 

Operating 
System 

Linux Ubuntu 
16.04 

Linux Ubuntu 
16.04 

Linux 
Ubuntu 
16.04 

NoSQL 
Database 

MongoDB 
4.0.8 
CouchDB 
2.3.0 
RethinkDB 
2.3.6 

MongoDB 
4.0.8 
CouchDB 
2.3.0 
RethinkDB 
2.3.6 

- 

Programming 
Tools 

Python 3 Python 3 Python 3 

System 
Monitoring 
Tools 

Atop 2.2.6 
Netatop 1.0 

Atop 2.2.6 
Netatop 1.0 

- 

2) Hardware Preparation: At this stage, an identification 
of each hardware used in the experiment will be performed. 
The equipment used in the research consisted of Master 
Server, Slave Server, and Client computers. The hardware 
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specifications used in the experiments in this study are shown 
in Table 2. 

TABLE II 
 HARDWARE SPECIFICATIONS  

Item Master-Server Slave- Server Client 

CPU AMD E-450 
(Zacate) 1.65 
GHz 

Intel Celeron 
2.0 GHz 

Intel 
Celeron 
B77 1.4 
GHz 

Memory DDR3 4 GB DDR2 2 GB DDR3 4 GB 
 

3)  Test Data: The data used as an experiment in this 
study is of type string. Data entities inputted are smartphone 
data with attributes: name, network, display, CPU, memory 
card, primary camera, battery, price. 

4) System Architecture Preparation: At this stage, the 
system architecture is needed to support the experiments that 
will be carried out by involving hardware, software, and 
network configuration. In general, the system of architecture 
built is shown in Figure 1. 

 

 
Fig. 1 NoSQL database document stored replication system architecture 

 

Figure 1 shows the general system architecture needed for 
the NoSQL Database replication process to be performed in 
an experiment. The NoSQL Client application is installed on 
users who are connected to a database server that acts as the 
Master-Server. One-way replication is designed to be able to 
run from Master-Server to Slave-Server. 

B. Implementation 

Linux Ubuntu 16.04 is installed on Master-Server, Slave-
Server, and Client. NoSQL Database MongoDB 4.0.8, 
CouchDB 2.3.0, and RethinkDB 2.3.6 are installed on Master-
Server and Slave-Server. Atop 2.2.6 and Netatop 1.0 are used 
to measure data transfer, CPU usage, Memory usage, and 
execution time installed on Master-Server and Slave-Server. 
The Python-based NoSQL Client library on the client 
computer application is used to be able to process query insert 
data from the client to the Master-Server. The replication 
process is one-way from Master-Server to Slave-Server. 
Network transmission media uses UTP CAT 5 cable. Data 
that has been prepared previously, inputted from the client to 
the Master-Server. Master-Server and Slaver-Server 
configuration are done so that the replication process can run. 
Data input is repeated using different amounts: 2.000, 4.000, 
6.000, 8.000, 10.000. 

 
 
 

C. Measurement 

The results of data transfer measurements, CPU usage, 
memory usage, and execution time of each trial are recorded 
in the table.  

III. RESULT AND DISCUSSION 

A. Replication Configuration 

At this stage, a replication configuration for the NoSQL 
Database will be used. In this experiment,t the Master-Server 
uses the Internet Protocol Address 192.168.1.1/24, while the 
Slave-Server uses the Internet Protocol Address 
192.168.1.2/24. The replication configuration results in 
RethinkDB are shown in Figure 2. 

Fig. 2 Configuring replication on RethinkDB 

 
Figure 2 shows the configuration of replication in 

RethinkDB, which is done through the administration panel. 
 

 
Fig. 3 Configuration of replication in MongoDB 

Replication 
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Figure 3 shows the replication configuration in MongoDB 
that is saved in the rs.conf file. Master-Server is set with _id: 
0 and Slave-Server with _id: 1. Port 27017 was chosen for use 
in the replication process.  

 

 
Fig. 4 Configuration of replication in CouchDB 

 

Figure 4 shows the configuration of CouchDB replication 
performed on the Master-Server. Slave-Server as a replication 
target uses IP Address 192.168.1.2 with port 5984. 

B. Query Preparation 

Figure 5 is a display of the insert query on MongoDB on 
the Master Server with the JSON data format. This stage is 
the process of preparation and making sure the queries to be 
used are appropriate. 

 

 
 

Fig. 5 Insert data in MongoDB with the JSON data format 

 

Figure 5 shows the insert process query's source code with 
the JSON data format applied to MongoDB. 10.000 
repetitions are performed using the for-do source code. In 
Figure 5, lines 7 - 8 show the JSON data format in an array. 
 

 
 

Fig. 6 Insert data in MongoDB with XML data format 

 
Figure 6 shows the insert process query's source code with 

the XML data format applied to MongoDB. 10.000 repetitions 
are performed using the for-do source code. In Figure 6, lines 
7 - 8 display the XML data format marked with the opening 
tag "< >" and the closing tag "< / >" on each data item. 

 

  
 

Fig. 7 Insert data in CouchDB with the JSON data format 

 

  
 

Fig. 8 Insert data in CouchDB with XML data format 

 
Figure 7 shows the insert process query's source code with 

the JSON data format applied to CouchDB. 10.000 repetitions 
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are performed using the for-do source code. In figure 7, line 
10 display the JSON data format in an array. 

Figure 8 shows the syntax of the insert process query with 
the XML data format applied to CouchDB. 10.000 repetitions 
are performed using the for-do syntax. In figure 8, line 10 
display the XML data format marked with the opening tag 
"< >" and the closing tag "< / >" on each data item. 

  

 
 

Fig. 9 Insert data in RethinkDB with the JSON data format 

 
Figure 9 shows the syntax of the insert process query with 

the JSON data format applied to CouchDB. 10.000 repetitions 
are performed using the for-do syntax. In figure 9, line  6 
display the JSON data format in an array. 

 

 
 

Fig. 10 Insert data in RethinkDB with XML data format 

 

Figure 10 shows the syntax of the insert process query with 
the XML data format applied to RethinkDB. Ten thousand 
repetitions are performed using the for-do syntax. In figure 10, 
line 6 display the XML data format marked with the opening 
tag "< >" and the closing tag "< / >" on each data item. 

C. Query Execution  

During the measurement process, each application running 
has its own process ID so that identification can be made, and 
measurements are not interrupted by other applications 
running simultaneously on the machine being used. 

Units of Kilobits per second (Kbps) are used to measure 
data transfer. The data transfer size is obtained based on two 
parts, namely the Master-Server Output Bandwidth and the 
Slave-Server Input Bandwidth consumed during the NoSQL 
database replication process. The data transfer size used when 
replicating is shown in Figure 11. 

Figure 11 is a display in the process of executing the 
request that is displayed in a column named BANDWI and 
BWNDWO. BANDWI is the input bandwidth, while 
BANDWO is the output bandwidth. The CPU used for each 
replication process experiment is measured in per cent (%). 

Percentages are obtained based on overall CPU capacity. The 
rate of CPU used when replicating is shown in Figure 12. 

 

 
 

Fig. 11 Measurement of data transfer using ATOP 

 

 
 

Fig. 12 Measurement of CPU usage using ATOP 

 
In Figure 12, CPUs used are displayed in the CPU column 

in units of%. Simultaneously, the Memory used during the 
replication process is measured in Megabytes (MB). Memory 
measurements are obtained based on the Memory used by the 
NoSQL database application during the replication process, 
as shown in Figure 13. 

 

 
 

Fig. 13 Measurement of memory usage using ATOP 

 
Figure 13 shows the size of memory usage when the 

replication process is displayed in the RSIZE column. Each 
running application has a unique process ID (PID), so it can 
be identified. Execution time is done by measuring the time 
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used in the replication process of a document-based NoSQL 
database server application stored in second (s) units. 
Execution time is obtained based on the length of time the 
CPU is used in two parts, namely the CPU System and the 
User CPU, as shown in Figure 14. 

 

 
 

Fig. 14 Measurement of exclusion time using ATOP 

 
Execution time at the replication process in Figure 14 is 

displayed in the SYSCPU column for System CPU and 
USRCPU for User CPU. 

D. Measurement Results  

Experimental data that has been stored in a table is then 
displayed in graphical form. Data presentation is focused on 
comparing the use of JSON and XML data formats in the one-
way replication process from Master-Server to Slave-server. 
Measurement of data transfer is divided into two parts, 
namely the input bandwidth and output bandwidth, shown in 
Figure 15. 

 

 
 

Fig. 15 Average data transfer 

 
Figure 15 shows that the bandwidth consumed for the 

JSON data format on MongoDB, CouchDB, and RethinkDB 
with an average of 1.738,8 Kbps, 493 Kbps, and 226,6 Kbps 
is smaller than the XML data format with an average of 
1.828,4 Kbps, 505,2 Kbps and 255 Kbps. 

 
 

Fig. 16 Average CPU usage 
 

Figure 16 shows that the CPU used for the JSON data 
format on MongoDB with an average of 63.8% smaller than 
the JSON data format, with an average of 65%. While on 
CouchDB and RethinkDB, the average CPU usage for XML 
and JSON data formats does not show a significant difference. 

 

 
 

Fig. 17 Average memory usage 
 

Figure 17 shows the average JSON data format memory 
usage in MongoDB (262,6 MB), CouchDB (122,76 MB) and 
RethinkDB (130,64 MB) smaller than the XML data format 
with an average MongoDB (308,24MB), CouchDB (127,08 
MB) and RethinkDB (139,1MB). 

Figure 18 shows the average execution time of XML data 
format in MongoDB (10.19 second), CouchDB (475,006 
second) and RethinkDB (59,696 second) slightly faster than 
the JSON data format with MongoDB average (10.324 
second), CouchDB (476,966 second) and RethinkDB (60,482 
second). 

 

 
 

Fig. 18 Average execution time 
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IV. CONCLUSION 

This research results that the JSON data format is known 
to be able to consume smaller bandwidth when compared to 
the XML data format, it occurs in all NoSQL databases that 
have been tested, namely MongoDB, CouchDB, and 
RethinkDB. For CPU usage, JSON data format, on average, 
consumes less CPU compared to the XML data format, this is 
the case with MongoDB. While on CouchDB and RethinkDB, 
the average CPU usage for XML and JSON data formats does 
not show a significant difference. The average memory usage 
for the JSON data format is smaller than the XML data format 
and for the average execution time of the XML data format a 
little faster than the JSON data format. Choosing other 
NoSQL database applications and choosing other replication 
schemes such as two-way replication are some challenges that 
can be tried in subsequent studies. 
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